
Identificarea sistemelor – Laborator 7
Identificarea unui model Output-Error pentru motorul DC cu

optimizare Gauss-Newton

Organizare

Vă rugăm să recitit,i partea de logistică din laboratorul 2, aceleas, i reguli se vor aplica s, i pentru acest
laborator. Singurul lucru care se schimbă este link-ul de DropBox, care va fi anunt,at separat.

Descrierea laboratorului

În acest laborator vom identifica un model de tip eroare de ies, ire a motorului DC folosind metoda mini-
mizării erorii de predict,ie.

Din fizica sistemului s, tim că este de ordinul 1 (de la voltaj la viteza unghiulară), s, i datorită unor particu-
larităt,i ale comunicat,iei seriale, este posibil ca sistemul să aibă ı̂ntârzieri. Ca atare, următoarea formă de
tip Output Error este potrivită pentru modelarea acestui sistem:

y(k) =
b

1 + fq−1
u(k − nk) + e(k)

cu parametrii θ = [f, b]⊤. Obiectivul nostru va fi implementarea metodei erorii de predict,ie pentru
această structură particulară de model, folosind metoda de optimizare Gauss-Newton. Algoritmul este
rezumat pe pagina următoare, pentru a ajuta cu implementarea. Spre deosebire de explicat,ia de la curs,
aici va trebui să acordăm atent,ie ı̂ntârzierii nk; de exemplu, fiindcă eroarea s, i derivata acesteia vor
depinde de u(k − nk), vom ı̂ncepe actualizările recursive la pasul k = nk + 1.

Cerint,e:

• Calculat,i formulele recursive necesare ı̂n algoritm, pe hârtie sau la tablă. Indiciu: Impunet,i ε(k) =
e(k), găsit,i ε(k) folosind ecuat,ia modelului, s, i apoi calculat,i derivatele part,iale ale lui ε(k) ı̂n
raport cu cei doi parametri. Când scriet,i codul, asigurat,i-vă că includet,i o variabilă numită ”newtongaussloss”.

• Pentru a simplifica lucrurile, vom crea o singură secvent, ă de date mai lungă care va cont,ine atât da-
tele de identificare, cât s, i cele de validare. Vom utiliza o perioadă de es, antionare de 0.01 s(10ms).
După un interval scurt de intrări zero, vom aplica un semnal de intrare de tip SPAB cu o lungime
de aproximativ 200 de es, antioane s, i cu valori ı̂ntre −0.7 s, i 0.7, urmat de un alt interval de intrări
zero s, i apoi de un semnal treaptă cu magnitudinea de aproximativ 0.4 s, i o lungime de aproxima-
tiv 70 es, antioane. Pentru a genera semnalul SPAB, folosit,i fie idinput, fie codul dvs. de la
laboratoarele anterioare.

• Aplicat,i semnalul de intrare generat sistemului. Ies, irea este viteza de rotat,ie. Izolat,i subsecvent,a
corespunzătoare intrărilor SPAB s, i copiat,i-o ı̂n noi vectori de intrare s, i ies, ire; acestea vor fi datele
noastre de identificare. Observat, ie importantă: pentru a minimiza uzura sistemului, separat,i
codul de generare a datelor de cel care efectuează restul pas, ilor de mai jos (cel mai simplu folosind
sect,iuni diferite, vezi Code Sections ı̂n documentat,ia Matlab), s, i regenerat,i datele doar când este
necesar.
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• Reprezentat,i grafic s, i examinat,i datele obt,inute.

• Implementat,i algoritmul s, i rulat,i-l pe datele de identificare, pornind de la valori nenule ale para-
metrilor init,iali, s, i acordând nk.

• Pentru valorile (aproape) optime ale f s, i b obt,inute, creat,i un model de tip OE ı̂n formatul toolboxu-
lui de identificare, folosind idpoly. De notat că sintaxa funct,iei este idpoly(A,B,C,D,F,0,Ts)
unde trebuie specificate nk zerouri init,iale ı̂n B, constanta 1 init,ială ı̂n F , s, i perioada de es, antionare.
Polinoamele pe care nu le folosit,i pot fi egale cu 1. Folosit,i compare pentru a verifica performant,a
modelului pe datele de validare.

• Dacă modelul nu este suficient de bun, acordat,i α, δ s, i ℓmax (eventual ı̂mpreună cu θ0), pentru a
ı̂mbunătăt,i performant,a.

alege pasul α, parametrii init,iali θ0, pragul de convergent, ă δ, s, i numărul maxim de iterat,ii ℓmax

init,ializează counterul de iterat,ii ℓ = 0

calculează formulele recursive pentru ε(k), dε(k)
dθ = [dε(k)df , dε(k)db ]⊤

repeat
cu parametrii curent,i θℓ:
init,ializează ε(k) = y(k), dε(k)dθ = [0, 0]⊤ for k = 1, . . . , nk
for k = nk + 1 la N do

aplică formulele recursive pentru calculul ε(k), dε(k)
dθ

end for
calculează gradientul funct,iei obiectiv cu dV

dθ = 2
N−nk

∑N
k=1 ε(k)

dε(k)
dθ

calculează Hessianul aproximat al funct,iei obiectiv, cu H = 2
N−nk

∑N
k=1

dε(k)
dθ

[
dε(k)
dθ

]⊤
aplică formula de actualizare Gauss-Newton: θℓ+1 = θℓ − αH−1 dV

dθ
incrementează counterul: ℓ = ℓ+ 1

until ∥θℓ − θℓ−1∥ ≤ δ, sau ℓmax a fost atins
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